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Introduction to 
library numpy
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The library for working with arrays

numpy
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Examples of 3D-arrays

numpy
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A tensor is a high-dimensional array

numpy
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Used to perform math operations 
(product, inverse, transpose), 
transformations, 
on arrays

numpy



`

The main data structure is the array (ndarray)
It is a grid of numeric values of the same data type

• vectors 1D arrays
• matrices 2D arrays
• high-dimensional arrays nD arrays

numpy array
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We will review
• how to create arrays
• array attributes
• how to transform arrays
• matrix operations

numpy array
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.

shape of 1D array

convert a list 
to a 1D array

↑
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Creating a 2D array

↑ ↑
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shape of a 2D array

↑ ↑
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np functions to create ndarrays

0s
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INTRODUCTION – Creating ndarrays
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INTRODUCTION – Creating ndarrays
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INTRODUCTION – Creating ndarrays
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INTRODUCTION – Creating ndarrays
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INTRODUCTION – Creating ndarrays

in (0,10)
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INTRODUCTION – Commonly used arrays
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INTRODUCTION – Commonly used arrays

# Think of a matrix with NAs
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INTRODUCTION – Commonly used arrays
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Values from the uniform distribution
• UNIF(0,1) np.random.random(shape)
• UNIF(a,b) np.random.uniform(a,b,shape)
• DUNIF(a,b) np.random.randint(a,b,shape)
Values from the normal distribution
• N(0,1) np.random.randn(shape)
• N(𝜇,𝜎) np.random.normal(𝜇,𝜎,shape)

INTRODUCTION – Creating arrays with random values
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INTRODUCTION – Creating arrays with Uniform values

fill the 2x3 array with U(0,1) values

fill the 2x3 array with U(100,200) values
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INTRODUCTION – Array with Discrete Uniform values

fill with integers from 5 to 9
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3x3 Array with Standard Normal values
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3x2 Array with Non-standard Normal values

0
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array attributes
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INTRODUCTION – array attributes
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INTRODUCTION – ndarrays attributes
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INTRODUCTION – ndarrays attributes

matrix 0, row 0, col 2
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INTRODUCTION – Changing the shape of arrays
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INTRODUCTION – reshaping arrays
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INTRODUCTION – reshaping arrays

different
shapes
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INTRODUCTION – concatenate arrays
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INTRODUCTION – concatenate arrays
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INTRODUCTION – concatenate arrays
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matrix operations
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INTRODUCTION – matrix operations
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INTRODUCTION – matrix operations
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INTRODUCTION – matrix operations
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INTRODUCTION – matrix operations
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INTRODUCTION – matrix operations
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INTRODUCTION – matrix operations
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INTRODUCTION – Create two arrays, a and b
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INTRODUCTION – matrix multiplication
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INTRODUCTION – matrix multiplication

1(1) + 2(3) + 3(5) = 22
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INTRODUCTION – matrix multiplication

1(2) + 2(4) + 3(6) = 28
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INTRODUCTION – matrix multiplication

4(1) + 5(3) + 6(5) = 49
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INTRODUCTION – matrix multiplication notation
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INTRODUCTION – Transpose of a matrix

Transpose of matrix a
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INTRODUCTION

1D array

12 + 22 + 32 + 42 + 52 + 62 = 91
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INTRODUCTION – Create a square matrix from a vector
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INTRODUCTION – operations on square matrices
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INTRODUCTION – operations on square matrices

inverse of matrix x
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Example
Linear Regression
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Use numpy, sklearn, and matplotlib to
• Display the relation between two variables x, y
• Find the regression line
• Predict y given X
• Draw a scatterplot with the regression line

Linear Regression
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• Car dealers use the Red Book to estimate the price of 
used cars

• This book (published monthly) lists the trade-in prices for 
all basic models of cars

• However, the Red Book does not indicate the value 
determined by the odometer reading, despite the fact 
that a critical factor for used-car buyers is how far the car 
has been driven

Linear Regression
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• To examine this issue, a used-car dealer randomly 
selected 100 three-year old Toyota Camrys that were sold 
at an auction during the past month. 

• The dealer recorded the price (000s) and the number of 
miles (000s)  on the odometer (Odometer.csv)

• How much does the number of miles affect the price of a 
used-car?

Linear Regression
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Odometer.csv

100 x 2
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.

Odometer.csv

100 x 2
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Linear Regression

b = [ b0 , b1 ]

= [ 17.25, -0.0669]

x

y

slopeintercept
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Odometer.csv

yX

headers
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Reading csv file into an array

X y
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Reading csv file with numpy

X      y
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Reading csv file with numpy

1D arrays

X      y
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Scatterplot with matplotlib
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Scatterplot with matplotlib
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Linear Regression
with sklearn
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Linear regression with sklearn

for sklearn
we need x
to be 2D array
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Linear regression with sklearn

1D array

2D array
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Linear regression with sklearn

1D array

2D array for multiple regression 
with p predictors, 
this array should be of
(100, p)  shape
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Linear regression with sklearn

b = [ b0 , b1 ]

= [ 17.25, -0.0669]
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Predict the price of a car with Odometer reading 40

Linear regression with sklearn

newval must be a 
2D numpy array
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Predict the price of a car with Odometer reading 40

Predicting with model m1

car price is predicted 
to be 14,574 dollars
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Scatterplot 
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Scatterplot with regression line



`

.

Scatterplot with regression line
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Linear Regression
with numpy
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Odometer.csv

yX
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Insert a column of ones

yX
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yX

regression formula

b = (X’ X)-1 X’ y

Formula for Linear Regression coefficients

b = [ b0 , b1 ]

= [ 17.25, -0.0669]
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Reading csv file with numpy

X y
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Reading csv file with numpy

X      y
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Reading csv file with numpy

1D arrays

X      y
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Linear regression with numpy
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Linear regression with numpy

X1 y
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Linear regression with numpy

b = (X’ X)-1 X’ y X1 y
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Linear regression with numpy

(XTX)-1

XTy

b = (X’ X)-1 X’ y
b1 b2
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Linear regression with numpy

(XTX)-1

XTy

(XTX)-1 XTy

b = (X’ X)-1 X’ y
intercept              slope
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Linear regression with numpy

(XTX)-1

XTy

(XTX)-1 XTy

b = (X’ X)-1 X’ y
INTERPRET THE SLOPE
Each additional mile 
decreases the average price 
by 6.69 cents
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Predicting with numpy
Predicting with numpy
requires 
coeffs to be a 2D array

1D array

2D array
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Prediction = X b

Predict the price of a used car with 40 miles

X

b

X b

car price is predicted to be 14,574 dollars
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Scatterplot with regression line


