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Ensembles

• Methods combining multiple machine learning 
models to create low-bias, low-variance, 
prediction models

• What are low-bias and low-variance models?
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Bias – Variance Tradeoff
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Bias – Variance Tradeoff
The model error (MSE, error rate) is the sum of 3 parts

• Bias

• Variance

• Random error
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Bias – Variance Tradeoff
The model error (MSE, error rate) is the sum of 3 parts
• Bias
 Model is unable to follow the structural variation 
underlying the data. (i.e., a linear model used with 
nonlinear data). 
Models with high-bias are likely to underfit the data.
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Bias – Variance Tradeoff
The model error (MSE, error rate) is the sum of 3 parts
• Bias
 Model is unable to follow the structural variation 
underlying the data. (i.e., a linear model used with 
nonlinear data). 
Models with high-bias are likely to underfit the data.

• Variance
 Model is highly sensitive, trying to capture 
random variations in the data. (i.e., a high-degree 
polynomial model).
Models with high-variance are likely to overfit the data.
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Bias – Variance Tradeoff
The model error (MSE, error rate) is the sum of 3 parts
• Random error
 Data portion that cannot be predicted

We look for models that do not underfit or overfit the 
data

These are low-bias, low-variance models
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Model Complexity

• Model Complexity is given by the number of 
predictor columns in the model. 

• Adding new predictors, transformed predictors, 
interactions, and polynomial terms increases 
the model complexity
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Model Complexity

• Increasing model complexity usually increases 
the model’s variance and reduces its bias.

• Decreasing model complexity usually increases 
the model’s bias and reduces its variance.

• This relation between the error portions of a 
model is called the Bias – Variance Tradeoff
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Bias – Variance Tradeoff
Non-linear relation
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Bias – Variance Tradeoff
Model with High-Bias              (does not follow underlying pattern)

      underfits the data
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Bias – Variance Tradeoff
Model with High-Variance  (high-degree polynomial)

      overfits the data
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Bias – Variance Tradeoff
Model with High-Variance  (high-degree polynomial)

the model follows both the underlying pattern and the random errors in the data
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Tree complexity
• A decision Tree 

with a large depth 
is a high variance 
model

• To avoid it, we 
may define a 
maximum depth

• But then 
predictions may 
become less 
accurate
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Balancing Tree Complexity

• Ensembles are combination of models (trees)

• They tend to be low-bias, low-variance models
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ENSEMBLES
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Ensembles
• Methods combining multiple ML models to create 

low-bias, low-variance, models
• They combine multiple models to create new more 

accurate models
• Types of ensembles of trees

• Bagged trees
• Random Forest
• Gradient boosting trees
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Hyperparameters

Random Forest

• max_features
• n_estimators
• max_depth
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Gradient Boosting

• learning_rate
• max_features
• n_estimators
• max_depth



BAGGING
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Bootstrap samples (from dataframes)

• A bootstrap sample is a sample with 
replacement

• May include same row many times

• Bootstrap samples are usually of the 
same size
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Bagging
• Individual trees suffer from high variance
•That is, if a dataset is randomly split into 2 
sets and a tree is fit to each half, the 
predictions may be very different
•On the other hand, a low-variance model 
would yield predictions that are not much 
different
•Averaging trees predictions help avoid 
high-variance models
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Bagging for Regression Trees

  n
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Bagging for Regression Trees

  n
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Bagging for Regression Trees

  n
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Bagging for Regression Trees

  n
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Bagging for Regression Trees

  n
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Bagging for Regression Trees

  n
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Bagging for Regression Trees

  n

29

B
bootstrapped 
train sets

average
prediction

y

Randomly choose

of all B
predictions



Bagging for Regression Trees

  n
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Bagging for Regression Trees

  n
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Bagging - Notes

• Sometimes a few predictors are very good 
while many are poor predictors

• If so, many of the trees may contain the same 
set of powerful predictors 

• Then the trees would yield similar predictions
• We say that the predictions are co-rrelated
• We need a way to de-correlate them
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RANDOM FORESTS
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Random Forests
It is a simple modification on bagging
How does it work?
• Before each split, randomly select a subset 

with m of the p predictors as candidates to 
make the split

• then choose the predictor giving the largest 
MSE reduction
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Random Forests
It is a simple modification on bagging
How does it work?
• Before each split, randomly select a subset 

with m of the p predictors as candidates to 
make the split

• then choose the predictor giving the largest 
MSE reduction

• Bagging uses  m = p  (all the predictors)
• Random Forest  m < p   predictors
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Why are we selecting m predictors instead of all  
p predictors for splitting?

• If there is a single strong predictor, most bagged 
trees will choose it for the first split (and for the 
following splits too)

• Most trees will look similar 
• As a result their predictions will be highly correlated
• Averaging many highly correlated quantities does 

not lead to a large variance reduction 
• By selecting the predictors for splits, from different 

subsets of predictors, Random Forest “de-correlates” 
the bagged trees leading to a reduction in variance
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GRADIENT BOOSTING



Gradient Boosting
. 

• Trees are built sequentially to improve upon 
the errors made by their predecessor trees

• Each new tree fits the data to the error made 
by the previous tree, predicting that error 

• The new prediction is equal to the prediction of 
the previous tree plus 𝛼 times the predicted 
error

• Parameter 0 < 𝛼 < 1 is called the learning rate



Example 1 – Ensembles on Regression



Example – Boston dataset
Data of 506 houses in the area of Boston

• Want to predict the price of houses and to identify which 
variables are most important for prediction

• Split the dataset into a training (50%) and a test set

• Fit and compare bagged trees with 25 and 500 trees. Find 
the test MSPE.

• Fit a Random Forest with 500 trees and max_features = 6. 
Which predictors are most important?

• Fit 500 Gradient boosted trees with max_depth = 4, and 
    𝛼 = 0.01, 0.20. Which predictors are most important?
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Boston dataset -13 features, 1 target
• CRIM - per capita crime rate by town
• ZN - proportion of residential land zoned for lots over 25,000 sq.ft.
• INDUS - proportion of non-retail business acres per town.
• CHAS - Charles River dummy variable (1 if tract bounds river; 0 otherwise)
• NOX - nitric oxides concentration (parts per 10 million)
• RM - average number of rooms per dwelling
• AGE - proportion of owner-occupied units built prior to 1940
• DIS - weighted distances to five Boston employment centres
• RAD - index of accessibility to radial highways
• TAX - full-value property-tax rate per $10,000
• PTRATIO - pupil-teacher ratio by town
• BLACK - proportion of blacks by town
• LSTAT - % lower status of the population
• MEDV - Median price of owner-occupied homes in $1000's
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Use RandomForestRegressor for both Bagging and Random Forest

Example – libraries
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Example – Boston dataset variables
.
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Ensembles on Regression – Bagging



Boston dataset – Single tree
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Boston dataset – Bagging 500 trees
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Single tree vs. Bagging 500 trees
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Holdout CV – Finding best n_estimators
.
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try  25 <= n_estimators <= 1100



Holdout CV – Finding best n_estimators
.
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Holdout CV – Finding best n_estimators
.
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Feature Importance – Bagging 500 trees
.

51

The wealth level of the 
community ('lstat’) 
and 
the house size ('rm')
are the 2 most 
important predictors



Ensembles on Regression – Random Forest



Random Forest with 500 trees
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Bagging vs. Random Forest
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Holdout CV – Finding best max_features
.
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try  1 <= m <= 13



Holdout CV – Finding best max_features
.
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Holdout CV – Finding best max_features
.

57

Test MSE



Feature Importance – Random Forest
.
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The wealth level of the 
community ('lstat’) 
and 
the house size ('rm')
are the 2 most 
important predictors



Feature Importance
.
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Random ForestBagging

Both models agree on the best 5 predictors



Ensembles on Regression – Gradient Boosting



Gradient Boosting Trees - learning_rate 
.
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GridSearchCV on the learning_rate
.
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← try these learning rates

use the sklearn parameter name



GridSearchCV on the learning_rate
.
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← Test MSE



GridSearchCV on the learning_rate
.
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← Test MSE

← now try these learning rates



Feature Importance – Gradient Boosting
.
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The wealth level of the 
community ('lstat’) 
and 
the house size ('rm')
are the 2 most 
important predictors



GridSearchCV - Tuning 2 hyperparameters
.
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GridSearchCV - Tuning 2 hyperparameters
.
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GridSearchCV - Tuning 2 hyperparameters
.
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GridSearchCV - Tuning 2 hyperparameters
.
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GridSearchCV - Tuning 2 hyperparameters
.
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GridSearchCV - Tuning 2 hyperparameters
.
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GridSearchCV - Tuning 2 hyperparameters
.
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GridSearchCV - Tuning 2 hyperparameters
.
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GridSearchCV - Tuning 2 hyperparameters
.
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← Best Test MSE


