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• Hard Margin Support Vector Regression

• Soft Margin Support Vector Regression

• Example 1 – Simple Support Vector Regression

• Example 2 – Multiple Support Vector Regression
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Hard Margin SVR
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• Want to find the smallest region (tube) around the fitted line, that includes all the data points
• The model has hyperparameter 𝜖
• For small 𝜖 values there is no feasible solution
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Soft Margin SVR
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• Allow data points to exceed (left or right) margins
• Maximize the number of data points between margins
• Only the cost of residuals larger than 𝜖 is accumulated in the loss function, 
• Points within 𝜖-margins do not add cost and therefore have no effect on the regression equation
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• A regression function is found such that a tube with radius 
ε around the regression function contains most data
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• A regression function is found such that a tube with radius 
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• Points outside the tube are penalized
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• A regression function is found such that a tube with radius 
ε around the regression function contains most data

• Points outside the tube are penalized
• Penalty is given by the loss function
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• A regression function is found such that a tube with radius 
ε around the regression function contains most data

• Points outside the tube are penalized
• Penalty is given by the loss function
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SVR fits the flattest possible linear function trying to capture most data points 

C = 1  in 
all cases
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Kernel types
• linear
• polynomial
• radial basis function (RBF)
• sigmoid
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r-squared

r-squared

square-root of MSPE



GridSearchCV - Find best C and 𝜀
.
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GridSearchCV - Find best C and 𝜀
.
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Example 2 – SVR vs Linear Regression
.
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Example 2 – SVR vs Linear Regression
.
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