
NEURAL NETWORKS



1.1 Introduction
.
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NN Architectures



Neural Network Architectures
. • The way the NN nodes connect allowing for the 

input data to be transformed into new meaningful 
representation of the data defines the NN 
architecture. 

• The most simple NN architecture is the 
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Neural Network Architectures
. 

• Densely connected neural network (MLP)

• Convolutional Neural Networks (convnets, CNN)

• Recurrent Neural Networks (RNN)

• Long-Short Term Memory Networks (LSTM)

• Transformer Neural Networks

• Generative AI Networks
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MLP (Sequence of connected layers)
. 
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Deep CNN model for the CIFAR100 image classification

. 
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Convolution layers are interspersed with 2 × 2 max-pool layers, which reduce 
the size by a factor of 2 in both dimensions. 



Simple Recurrent Neural Network (RNN)
. 
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short representation 
of the network

The network is unrolled 
into a more explicit version

• The input is a sequence of vectors X1,..,XL  the target is a single response Y
• The weights W, U and B are estimated as the sequence is processed 

output layer

input layer

hidden layer



Simple Recurrent Neural Network (RNN)
. 
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• The NN processes the input sequence X sequentially
• Each Xi feeds into the hidden layer, which has as input the activation vector Ai 

from the previous element in the sequence producing the current activation 
vector Ai

• The output layer produces a sequence of predictions Oi from the current 
activation Ai, but typically only the last of these, OL, is of relevance

output layer

input layer

hidden layer



Introduction

• sklearn is used for MLP (not for other DL architecture)
• Keras is the library for building most deep learning 
models
• Providing high-level operations for quick and easy 
implementation
• Tensor libraries are used for low-level operations 
(tensor manipulation and differentiation)

• Tensorflow (by Google)
• CNTK  (by Microsoft)
• Theano (by U. of Montreal)
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Perceptron



Perceptron
. 

The Perceptron is the simplest NN model 

It is used for classification when there are

• Two categories 

• Linearly separable data
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for each row

   

Perceptron (1 input and 1 output layer)
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 wij 

   vj 

Multilayer Perceptron (MLP)
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A perceptron 
supplemented with 
one or more hidden 
layers
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Multilayer Perceptron (MLP)
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A perceptron 
supplemented with 
one or more hidden 
layers
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Multilayer Perceptron
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A generalization of linear 
model with multiple 
stages of processing to 
come to a decision 
(prediction or 
classification)



wij 
   vj 

Multilayer Perceptron (two hidden layers)
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Perceptron
. 

Combines inputs with weights to obtain the net input Z 
which is passed on to predict the category by means of a 
decision function 𝜙 (z) (also called threshold function)

18

Decision

Z

inputs

weights

𝜙 (z)
results in a 
real number

results in
-1 or +1



Perceptron
. 

• Predicted categories (-1 or 1) are compared to true 
categories to compute the error and update the weights.

• The process is repeated multiple times (epochs) until 
convergence (error is small enough).
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Decision

Z

inputs

weights
𝜙 (z)

results in
-2, 0, or +2

𝜙 (z)
results in
-1 or +1



Perceptron
. 

net input function

decision function

𝜃 is called the threshold
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0

𝜙 (z)



Perceptron
. 

net input function 

decision function
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shift origin

0

𝜙 (z)

0



Perceptron
. 

net input function 

decision function
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input function in
matrix notation



Perceptron
. 

threshold function

input function
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𝜙 (z)



Perceptron learning rule
. 

• For each column, randomly initialize the weights w1,…,wp

• For each row i = 1,…,n

 find

 find the error

 update the weights

  using

  for each column  j = 1,…,p

• Repeat N times
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Perceptron learning rule
. 

• For each column, randomly initialize the weights w1,…,wp

• For each row i = 1,…,n

 find

 find the error 

 update the weights

  using

  for each column  j = 1,…,p

• Repeat N times
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prediction is +1 or -1



Perceptron learning rule
. 

• For each column, randomly initialize the weights w1,…,wp

• For each row i = 1,…,n

 find

 find the error 

 update the weights

  using

  for each column  j = 1,…,p

• Repeat N times
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error is -2, 0, or +2



• For each column, randomly initialize the weights w1,…,wp

• For each row i = 1,…,n

 find

 find the error 

 update the weights

  using

  for each column  j = 1,…,p

• Repeat N times

Perceptron learning rule
. 
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Perceptron learning rule
. .
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Z



Adaline



ADAptive LInear NEuron (Adaline)
. 

• Similar to the Perceptron

• The Perceptron compares the true categories 
with predicted categories (+1 or -1)

• Adaline compares the true categories with 
the result of the adaline activation function 

• (a real number)

• Activation function is denoted by 𝜙 (z)
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ADAptive LInear NEuron (Adaline)
. 

• Find

• net input z is transformed using Activation function

• Update weights N times

• Prediction is given by decision function

  using the updated weights
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Perceptron
. .
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±2 +1,-1

Z



Adaline vs Perceptron
. .

33

error is a 
real number

±2 +1,-1

Z

Z

No Activation function
Threshold 
function

in-the-loop

Threshold 
function

out-of-loop



• Randomly initialize the weights w1,…,wp

• For each row i = 1,…,n

 find 

 find the error  ( yi - zi )

 update the weights

  using

  for each column   j = 1,…,p

• Repeat N times, then predict with decision function

Adaline learning rule
. 
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error is a real number



Logistic Regression



Logistic Regression
. 

• A special case of Adaline with different 
activation function and loss function  
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.

Adaline vs Logistic Regression
. 
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activation 
function



• activation function

• loss function

Adaline
. 
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Logistic Regression
. 

• activation function

• loss function
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Logistic Regression
. 

• Categories labeled as 0 and +1

• Activation function

• Decision function (Threshold function)
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Logistic Regression
. 

• Activation function

• Decision function
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Logistic Regression
. 

• Activation function

• Decision function
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Multilayer Perceptron



Multilayer Perceptron
. A Perceptron with at least one intermediate 
layer
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Multilayer Perceptron (MLP)
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A generalization of linear 
model with multiple 
stages of processing to 
come to a decision 
(prediction or 
classification)



wij 
   vj 

Multilayer Perceptron (MLP)
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May have multiple hidden layers



Activation Functions
. • Activation functions are used to let the NN become a 

nonlinear model (for classification or regression)

• They help in the convergence of the learning 
algorithm

• Common Activation functions

• tanh  MLP, RNN

• ReLU  MLP, CNN

• softmax (multi-class classification)
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MLP – tanh activation function
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Activation functions are 
used to let the NN 
become a nonlinear 
model



Common Activation Functions
. 
.
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(Rectified 
Linear Unit)

z

z

z



Deep Neural Network
. Model may have thousands of parameters (regression coefficients)
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output layer



Notes
. 

• Scale the data before building NN models

• NN layer is called Dense if all nodes are 

connected with nodes from neighbor layers

• NN is called Multilayer Perceptron (MLP) if all 

layers are dense
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Notes
. • For small datasets use a small number of 

hidden layers otherwise risk of overfitting
• Consider increasing the number of hidden 

layers with larger datasets
• NN hyperparameters: 

• number of hidden layers
• number of nodes per layer
• learning rate 𝜆
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Example 1 – Multilayer Perceptron



.

Example 1 – Multilayer Perceptron
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train set 75%



Example 1 – Nonlinearly separable data
. .
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.

Example 1 – Function to display boundary
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Example 1:   1 hidden layer with 10 nodes
. 
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Example 1:   1 hidden layer with 100 nodes
. .
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.

Example 1:   2 hidden layers with 10 nodes each
. 
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Example 1:   Two 10-node hidden layers with tanh
.
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Example 1:   Two 10-node hidden layers with tanh
.
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.

test set 25%



Example 2 – MLP Cancer dataset



Analytics

Cancer Data

Y
30 input nodes



Example 2 – MLP on Cancer data
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Example 2 – MLP on Cancer data
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Example 2 – MLP on Cancer data
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Example 2 – Standardize the data
.
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Example 2 – Standardize the data
.
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Example 2
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search for the 
best alpha

No Convergence
Warning



Example 2 - weights
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30 nodes

100 nodes

3000 weights

100 weights

list of 2 arrays

.

.

. .
.
.



Example 2 - weights
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← store weights in a dataframe
← set column names
← set row names
← round coefs values 



Example 2 - weights

72

30
input
nodes

100 hidden nodes

3000 weight coeffs



Example 2 – weights to Output node
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100 nodes


