
Deep Learning models 
for classification



CLASSIFICATION
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Binary classification
- IMDB Dataset -



OVERVIEW

The IMDB (Internet Movie 
Database) dataset has 
reviews (positive and 
negative) for about 50000 
movies.
Half the reviews for 
training and half the 
reviews for testing
Each set of 25000 reviews 
has 50% positive and 50% 
negative
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The data has already been 
pre-processed. 

Each review is a paragraph 
(a sequence of words)

Each word in the reviews 
has been transformed into 
an integer (each one 
stands for a specific word 
in a dictionary).



NEURAL NETWORK FOR IMDB Dataset

.

Cesar Acosta Ph.D.

Load the IMDB Dataset

• Ignore rare words
• Keep the top 10000 most frequently 

occurring words in the train data set



NEURAL NETWORK FOR IMDB Dataset

.
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• Each word in the reviews has been transformed into an 
integer 

• Each one stands for a specific word in a dictionary



NEURAL NETWORK FOR IMDB Dataset

.
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ENCODE THE SEQUENCE OF INTEGERS INTO VECTORS OF 0s AND 1s

.

Cesar Acosta Ph.D.

• Reviews have different lengths
• Store each review into a binary vector 

of length 10000
• For example the vector [8, 5] would be 

in a vector filled with 0s, except for 
entries 8 and 5 which would be filled 
with 1s
• There are 25000 reviews in the train set



BUILD THE NEURAL NETWORK

.
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input layer
(10000 nodes)

hidden layer
(16 hidden nodes)
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hidden layer
(16 hidden nodes)



TRAIN THE NEURAL NETWORK

.
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• Split train subset into validation and actual 
train portions
• There are 25000 reviews in the train set
• Use first 10000 reviews (from the train set) 

for validation
• Use remaining 15000 reviews for training

• Train (fit) the model for 20 epochs



TRAIN THE NEURAL NETWORK

.

Cesar Acosta Ph.D.

• We do not update the gradient vector with each observation 
to reduce computer time. Instead we do it in batches of 512 
observations

• Split the train data set into batches of 512 observations

• After the batch gives the new gradient we move in that 
direction and update the loss value

• After all batches are processed we get the mimized loss

• We repeat the process 20 times (each iteration over all the 
training data is called an epoch)



TRAIN THE NEURAL NETWORK

.
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• After calling fit the model will start to iterate on the training 
data in batches of 512 observations, 20 times over (each 
iteration over all the training data is called an epoch). 

• For each batch, the model will compute the gradient of the 
loss and update the weights (in the gradient direction) 
reducing the value of the loss for the batch.

• There will be 15000/512 = 29 gradient updates per epoch.

• After 20 epochs, the model will have performed 29 x 20 = 580 
gradient updates.

•  We expect that the loss will be sufficiently low that the 
model is capable of classifying the newswires with high 
accuracy 



TRAIN THE NEURAL NETWORK

.
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TRAIN THE NEURAL NETWORK

.
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Train Validation

Plot Validation loss to prevent overfitting



Plot Train and Validation loss

.
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Plot Train and Validation loss

.
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OverfittingUnderfitting

0.284



Plot Train and Validation Accuracy

.
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Plot Train and Validation Accuracy

.
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OverfittingUnderfitting

0.8864



Retrain the model from scratch (Use all the train set)

.
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← Test accuracy rate



Multiclass classification
- Reuters Dataset -



REUTERS DATASET

The objective is to classify 
newswires into one of 46 
topics (multiclass 
classification problem)
The Reuters dataset has 
11228 newswires already 
split into train and test set
There are 8982 newswires 
for training and 2246 for 
testing
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The data has already been 
pre-processed. 
Each newswire is a 
paragraph (a sequence of 
words)
Each word in the newswire 
has been transformed into an 
sequence of integers (where 
each integer stands for a 
specific word)



ENCODING METHODS
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One-hot encoding

label encoding



NEURAL NETWORK FOR REUTERS Dataset

.
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NEURAL NETWORK FOR REUTERS Dataset

.
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Rare words are to be discarded. 
Keep the top 10000 most frequently 
occurring words in the train data set.

10th review is category 3
(there are 46 categories)



NEURAL NETWORK FOR REUTERS Dataset

.
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NEURAL NETWORK FOR REUTERS Dataset

.
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NEURAL NETWORK FOR REUTERS Dataset

.
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NEURAL NETWORK FOR REUTERS Dataset

.

Cesar Acosta Ph.D.

Build the model

Since the output layer is 
46-dimensional, 
avoid hidden layers with 
less than 46 hidden units

← One-hot encoding

← hidden layer
← hidden layer
← output layer



NEURAL NETWORK FOR REUTERS Dataset

.
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Build the model

←  Validation set is made with the first 1000 newswires

Train the model

←  Train set is made with the last 7982 newswires



TRAIN THE NEURAL NETWORK

.
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• After calling fit the model will start to iterate on the training 
data in batches of 512 observations, 20 times over (each 
iteration over all the training data is called an epoch). 

• For each batch, the model will compute the gradient of the 
loss and update the weights (in the gradient direction) 
reducing the value of the loss for the batch.

• There will be 7982/512 = 16 gradient updates per epoch.

• After 20 epochs, the model will have performed 16 x 20 = 320 
gradient updates.

•  We expect that the loss will be sufficiently low that the 
model is capable of classifying the newswires with high 
accuracy 



TRAIN THE NEURAL NETWORK

.
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Train      Train Train      Train



TRAIN THE NEURAL NETWORK

.
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Train      Train Train      Train



Plot Train and Validation loss

.
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To avoid overfitting train the NN for 9 epochs



Plot Train and Validation Accuracy

.
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To avoid overfitting train the NN for 11 epochs



Retrain a model from scratch (11 epochs)

.
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← Test accuracy rate


