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K-Nearest Neighbors – Assumptions

• All Predictors (features) must be numeric
• Neighbors are rows in the dataset
• There is a distance between each pair of rows
• Distance between row p and row q is

 
 where (p1, p2,..., pn) and (q1, q2,..., qn) 
 are the values in the rows p and q 
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K-Nearest Neighbors – Assumptions

• If distance is small, the rows are close to each other
• If distance is large, the rows are far from each other
• Each row has a closest neighbor
• Each row has K closest neighbors
• Each row has a category in column Y

Distance  =
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K-Nearest Neighbors – Procedure

For each data point (row) 

• Identify the K-nearest neighbors (rows)

• Count how many of them belong to each Y-category

• Identify the category with the largest count

Classify the data point as member of that category
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K-Nearest Neighbors – Notes 

• KNN is a distance-based method 
• Scaling of the data affects KNN performance
• K is a hyperparameter of the KNN Method
• Predictions depend on K
• Model performance is based on accuracy rate
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K-Nearest Neighbors - EXAMPLE

Predict the category 
(class) of new 
observations (rows)
using the 
3-closest neighbors
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K-Nearest Neighbors (K = 3)

X1

X2
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K-Nearest Neighbors - EXAMPLE

Predict the category 
(class) using the 
3-closest 
observations
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K-Nearest Neighbors - EXAMPLE

Predict the category 
(class) using the 
3-closest 
observations

Compare predictions 
with the actual 
categories Error rate = 2/6
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PARAMETERS vs HYPERPARAMETERS

Parameter
     Coefficient in the model that is estimated from the data
 Example: Coefficients from linear regression
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Hyperparameter
     Model parameter that cannot be estimated from the data
 Example:  KNN (n. neighbors), RR (shrinkage parameter a)
         Tree (depth), RF (n. trees), GB (learning rate)



Cesar Acosta Ph.D.

Analytics

PARAMETERS vs HYPERPARAMETERS

Hyperparameter
     Model parameter that cannot be estimated from the data
 Example:  KNN (n. neighbors), RR (shrinkage parameter a)
         Tree (depth), RF (n. trees), GB (learning rate)

• A hyperparameter is a parameter whose value is used 
to control the learning process

• Models may have one or many hyperparameters
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MODELS WITH NO HYPERPARAMETERS

  If no hyperparameters, the data should be split into 2 subsets

• Train set  (dataset to build the model)

• Test set  (dataset to test the model)
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MODELS WITH HYPERPARAMETERS

Hyperparameter tuning 
       Needed to find optimal parameter values

For Hyperparameter tuning the data should be split into 3 subsets

• Train set  (dataset to build the model)
• Validation set (dataset  for tuning hyperparameters)
• Test set  (dataset to test the model)
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HOLDOUT CROSS VALIDATION – No hyperparameters

.
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HOLDOUT CROSS VALIDATION - 3 SETS

.

hyperparameter tuning
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K-Fold CROSS VALIDATION – No hyperparameters

.

test set for 5th model

(no hyperparams)

5 test sets
(one per split)
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K-Fold CROSS VALIDATION

.

1 test set only

5 test sets
(one per split)

(no hyperparams)

(with hyperparams)

Validation data

test set for 5th model

validation set for 5th model
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K-Fold CROSS VALIDATION

.

test set

5 test sets
(one per split)

(no hyperparams)

(with hyperparams)

Validation data

test set for 5th model

validation set for 5th model

non-test set (to be split in train and validation sets)



Cesar Acosta Ph.D.

Analytics

K-Fold CROSS VALIDATION

.

Only 1 test setVMSE1 
VMSE2 
VMSE3 
VMSE4 
VMSE5 

VMSE (Validation MSE) 

MSE1 
MSE2 
MSE3 
MSE4 
MSE5 

Test MSE 

5 test sets
(one per split)

(no hyperparams)

(with hyperparams)
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K-Fold CROSS VALIDATION

.

Only 1 test set

5 test sets

VMSE1 
VMSE2 
VMSE3 
VMSE4 
VMSE5 

VMSE  Test MSE

MSE1 
MSE2 
MSE3 
MSE4 
MSE5 

Test MSE 

(no hyperparams)

(with hyperparams)
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K-Nearest Neighbors - EXAMPLE

Example – Cancer data
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K-Nearest Neighbors - EXAMPLE

• The Cancer data from sklearn contains lab data of 569 patients

• It includes 30 patient lab measurements associated with breast 
cancer tumors. These measurements are the predictors.

• Some patients have cancer and others have a tumor but are 
healthy. The target data assigns a 0 or a 1 for the patients
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K-Nearest Neighbors - EXAMPLE

• The Cancer data from sklearn contains lab data of 569 patients

• It includes 30 patient lab measurements associated with breast 
cancer tumors. These measurements are the predictors.

• Some patients have cancer and others have a tumor but are 
healthy. The target variable assigns a 0 or a 1 for the patients

• Build a KNN model (with K=3 nearest neighbors) to predict if 
the patient has cancer. Find the test accuracy rate.

• Compare Holdout Cross validation and K-fold Cross validation 
for hyperparameter tuning (the process of finding the number of 
neighbors K that maximizes the test accuracy rate)
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K-Nearest Neighbors - EXAMPLE

1. Holdout CV model with fixed K on original data

2. Holdout CV loop to find best K on original data

3. Holdout CV loop to find best K on scaled data

4. k-Fold CV model with fixed K on original data

5. k-Fold CV loop to find best K on original data

6. k-Fold CV model with fixed K on scaled data

7. k-Fold CV loop to find best K on scaled data

Find the test accuracy rate with the following KNN models

cross_val_score

cross_val_score,
pipeline

← train_test_split

← train_test_split
(two times)
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K-Nearest Neighbors – CANCER DATASET

Y
X

(569, 30)(569, )
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K-Nearest Neighbors - EXAMPLE

.
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K-Nearest Neighbors - EXAMPLE

.
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K-Nearest Neighbors - EXAMPLE

.
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K-Nearest Neighbors - EXAMPLE

1. Hold out Cross validation
-Fixed K, No Scaling-
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K-Nearest Neighbors – holdout cross validation (hyperparameter known K=3)

.

train_size = 0.75
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K-Nearest Neighbors – holdout cross validation (K=3)

.

test
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K-Nearest Neighbors – Test accuracy rate (K=3)

.

←  Six   ‘category 0’  patients predicted as category 1

←  Five  ‘category 1’ patients predicted as category 0 
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K-Nearest Neighbors - EXAMPLE

2. Hold out Cross validation
-Search for K, No Scaling-
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K-Nearest Neighbors – Holdout CrossValidation to select number of neighbors K

.

Reserve test set until last step →

Split remaining data into
train and validation sets →
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K-Nearest Neighbors – Holdout CrossValidation to select number of neighbors K

.
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K-Nearest Neighbors – Holdout CrossValidation to select number of neighbors K

.



Cesar Acosta Ph.D.

Analytics

K-Nearest Neighbors - EXAMPLE

3. Hold out Cross validation
-Search for K, Scaling the data-
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K-Nearest Neighbors – Scaling the data

.
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K-Nearest Neighbors – Holdout CrossValidation to find best K

.
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K-Nearest Neighbors – Holdout CrossValidation to select number of neighbors K

.

K=2
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K-Nearest Neighbors – Holdout CrossValidation to find best K

.
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K-Nearest Neighbors - EXAMPLE

4. k-Fold Cross validation
-Fixed K, No Scaling-
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K-Nearest Neighbors – 5-fold Cross Validation (no scaling) with known K = 3

.
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K-Nearest Neighbors - EXAMPLE

5. k-Fold Cross validation
-Search for K, No Scaling-
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K-Nearest Neighbors – 5-fold Cross Validation (no scaling) to select best K

.

to be split
into 5 folds
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K-Nearest Neighbors – 5-fold Cross Validation (no scaling) to select best K

. average
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K-Nearest Neighbors – 5-fold Cross Validation (no scaling) test accuracy rate

. average
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K-Nearest Neighbors - EXAMPLE

6. k-Fold Cross validation
-Fixed K, Scaling the data-
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K-Nearest Neighbors – 5-fold Cross Validation (K = 3)

.
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K-Nearest Neighbors – 5-fold Cross Validation (K = 3)

.
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K-Nearest Neighbors – 5-fold Cross Validation (hyperparameter known K = 3)

.
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K-Nearest Neighbors - EXAMPLE

7. k-Fold Cross validation
-Search for K, Scaling the data-
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K-Nearest Neighbors – 5-fold Cross Validation to find best K

.

Reserve test set 
until last step →
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K-Nearest Neighbors – 5-fold Cross Validation to find best K

.
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K-Nearest Neighbors – 5-fold Cross Validation test accuracy rate

.

Reserve test set 
until last step →
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K-Nearest Neighbors – 5-fold Cross Validation test accuracy rate

.

Reserve test set 
until last step →


